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Abstract-- Load balancing plays a pivotal role in core routers as they need to handle multiple requests at a 
time. To achieve load balancing Multipath Switching Systems (MPS) are widely used. One of the challenging 
issues in building MPS is to ensure load balancing across multiple paths besides keeping the order of 
intraflow packets intact. The existing solutions are packet – based and they have drawbacks as they cannot 
scale and cause delay. Hashing algorithms that are based on flow-size also could not perform well due to 
improper distribution of flows. Recently Shi et al. presented a scheme “Flow Slice” to overcome this problem. 
According to this scheme each flow is cut into multiple slices based on a given threshold. In this paper we 
built a prototype application which is a custom simulator that demonstrates the usefulness of FS scheme in 
terms of load balancing efficiency. The experimental results revealed that the FS scheme is effective in load 
balancing.  
 
Index Terms – Load balancing, flow slice, multipath switching systems 
 
I. INTRODUCTION  

In real world applications, core routers play an 
important role in processing requests. In order to 
process huge number of requests, core routers need a 
mechanism for load balancing. For this they depend 
on multipath switching systems as they play 
indispensable role to achieve state-of-the-art load 
balancing performance of core routers. The MPS is 
achieved by using various products from different 
companies. They include LBvN switches [1], [2], 
Parallel Packet Switch (PPS), Vitesse switch chip 
family [3], and Benes Multistage Switches in Cisco 
CRS-1 [4]. One of the challenging problems with 
MPS is to balance load across different switching 
paths in order to meet objectives such as uniform 
load sharing, Intraflow packet ordering, and Low 
timing and hardware complexity. When packets are 
dispatched one by one, packet based solutions are 
adequate in order to balance the load. The problem 
with this scheme is that the packets of a flow may be 
separated from that flow. Restoring packet orders in 
respective flows is the main problem here. To 
overcome the problem timestamp-based resequencers 
came into existence [5], [6], and [7]. They use delay 
concept in order to ensure the packets are in the 
correct flow at the end. This results in more average 
delay and thus proved to be an infeasible solution. 
Other kind of resequencers used sequence numbering 
of packets but it resulted in huge number of 
resequencers [8], [9], and [10].   Packet out of order 

is the main problem of many solutions. The 
resequencers also caused other problems like 
computational overhead. To overcome this problem, 
flow-based solutions came into existence [11], [12], 
[13], and [14]. These techniques try to send packets 
in the same flow while balancing the load using 
hashing concept. Load imbalance is the problem 
faced by hashing solutions. Figure 1 shows the 
problem with various techniques.  

 

Fig. 1 – Average IFs for different techniques and 

timescales 

As can be seen in figure 1, imbalance factor is 
presented for various techniques under different 
timescales. As the results show there is consistence 
imbalance stable for all techniques at 0.2 to 0.3. To 
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overcome this problem, later on, adaptive hashing 
[12], and [13] is used. However, this solution cannot 
work for MPS for many reasons such as load 
balancer is geographically separated, dual conflicting 
points exist. To handle the problem gracefully Shi et 
al. [15] proposed a new scheme known as Flow Slice. 
In this paper we practically implement Flow Slice. 
We built a custom simulator which demonstrates the 
proof of concept. The empirical results are 
encouraging. The remainder of the paper is organized 
as follows. Section II reviews literature. Section III 
presents proposed scheme. Section IV provides 
experimental results while section V concludes the 
paper.  
 
II. RELATED WORKS 

Many solutions came into existence for load 
balancing with MPS. However, there is a problem in 
which packets go out of flow. Turner [6] proposed 
timestamp-based resequencer for solving the 
problem. In this approach a contention resolution 
mechanism is implemented which ensures that the 
packets are not disturbed from corresponding flows. 
Time-wheel-like hardware [7] was proposed by 
Henrion in order to improve the performance of 
timestamp based resequencer. This solution also 
causes delay. To cope with the problem Turner [5] 
proposed an adaptive resequencer which can adjust 
the threshold dynamically. It improves performance 
when compared with fixed threshold solution. 
However, the average delay is still high with this 
solution. Other solutions started attaching a sequence 
number with each cell which also caused delay 
problem. To overcome this problem predefined patch 
scheduling protocol is used [16], [17], and [18]. 
SCIMA [9] is another solution proposed by Chiussi 
et al. [10] in order to deal with packet out of flow 
problem. However, this solution is not scalable and 
can’t be used effectively with MPS.  
Centralized scheduling algorithm was explored by 
Iyer et al. which ensure cells are ordered but suffers 
from complexity in communication. In [17] 
distributed scheduling was introduced which also 
need the use of resequencing process. Jitter control 
mechanisms were explored in [19] and [1] in the 
second stage of LBvN in order to overcome the delay 
problem. This work is also classified into timestamp 
based solution. Three dimensional queues were 
introduced in [16] between the stages of LBvN. It 
makes use of buffers for input port and the total N3 
FIFOs. Static hashing was explored in [20] for load 
balancing. However, it is proved that CRC with 16 
bit achieved excellent performance in load balancing. 
In [11] Weight approach was proposed which uses 

names of objects and weights are generated by 
servers thorough static hashing. It handles server 
failures gracefully. It also supports load balancing 
across heterogeneous servers. TCP’s burstness was 
explored in [21] in order to improve load balancing. 
Based on this concept adaptive burst shifting [22] and 
flowset switching [21] were introduced. However, 
these solutions are not suitable for MPS. To 
overcome this problem, in [15] a novel scheme is 
introduced by name “Flow Slice”. This scheme is 
useful to achieve MPS performance for load 
balancing while the packets are not disturbed from 
corresponding flows.  
 
III. PROPOSED SCHEME 

The proposed scheme for load balancing MPS is 
known as Flow Slice. Flow slice is a sequence of 
packets that belong to a flow. In that flow the packets 
have intraflow interval is less than a given threshold. 
By cutting flows it is possible to create miniflows 
with cumulative distribution functions (CDF) as 
shown in figure 2 where as the real traces used in the 
experiments are presented in table 1. 
 

 

Table 1 – Real traces used in the experiments 

(excerpt from [15]) 

As can be seen in table 1, the trace decription, trace 
name, collectin time, link speed or load rate, trace 
duration, packet count, TCP flow count and packet 
length are provided. These details are used in the 
experimts with Flow Slice scheme.  
Load Balancing Scheme for MPS 
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Figure 2 shows the proposed scheme and also 

compares it with packet based approach and flow 

based approach.  

 

Fig. 2 – Flow Slice Scheme compared with other 

schemes 

As can be seen in figure 2, the proposed load 
balancing scheme FS is compared with FLB and 
PLB. Out of all the schemes, the flow slice scheme is 
more efficient as it can handle all flows with respect 
to load balancing without disturbing the packet orders 
within any flow. The proposed solution met the three 
objectives reuiqred for optimal load balancing. They 
include flow based approach should improve 
switching performace; intra packet order is 
preserved; and the time complexity in dispatching 
packets is reduced greatly. More technical details 
about the FS scheme canbe found in [15].  
 
IV. EXPERIMENTAL RESULTS 

Experiments are made using the prototype 
application, a custom simulator, built using Microsoft 
.NET platform. The details of real traces used in 
experiments are presented in table 1. Statistics of the 
traces and also experimental results are presented in 
this section.  

 

Fig. 2 – Intraflow interval CDF 

As can be seen in figure 2, the infra-flow interval vs. 
CDF is shown for various traces. The intra flow 
intervals for various traces are presented. The graph 
is generated based on the real time flows. The 
properties used in the experiments include small size, 
light – tailed size distribution, and fewer active flow 
slices. The experimental results of these three 
properties are as shown in figure 3, 4 and 5. 
 

 

Fig. 3 – Illustrates Flow Slice Size 

 

Fig. 4 – illustrates SCV of flow slice size 
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Fig. 5 – Illustrates active flow slice number 

The extension made to multipath switching systems 
using parallel packet switches (PPS) is evaluated and 
the results are as presented in figure 6, 7 and 8. 
 

 

Fig. 6 – Average Delay vs. Load (PPS) 

 

Fig. 7 – Speedup requirements for M2 Clos 

 

Fig. 8 – Speedup requirements for LBvN 

V. CONCLUSIONS 

In this paper we study the problem of load balancing 
multipath switching system. Though many 
techniques were available to solve this problem, they 
either cause more average delay or cause packets out 
of order. It does mean that the packets reach 
destination but not in correct flow. To let the packets 
in order, many techniques came into existence. They 
lack in scalability or they are expensive solutions. 
Some solutions are not suitable for MPS. To 
overcome this problem, this paper implements “Flow 
Slice”, a novel scheme, for ensuring the packets are 
in the same flows while achieving load balancing. 
We built a prototype application which is a custom 
simulator that demonstrates the proof of concept. The 
empirical results are encouraging.  
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