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Abstract - Artificial Intelligence (Al) systems called Large Language Models (LLMs), powered by transformer architectures,
have become integral to everyday digital interactions. Although we may not always notice them, these models are used directly
or indirectly on many platforms. Well-known models such as Gemini, GPT, T5, and Llama are used in search engines,
recommendation systems, social media, and conversational assistants. This article reviews three transformer architectures
(encoder-decoder, encoder-only, and decoder-only) that enable computers to understand language, perform translation,
generate content, and provide personalized suggestions by mapping it to real-world implementations, such as YouTube Music,
Google Search, DoorDash, Netflix, Uber, and many others by highlighting the underlying models, their associated transformer
architectures, and their functionalities. This article aims to promote Al literacy and improve understanding of how LLMs shape

daily digital experiences.
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1. Introduction

Artificial Intelligence (Al) is not confined to research labs
alone; it has become a silent companion in our everyday lives.
Every time we query a search engine, scroll through a social
media feed, ask a voice assistant a question, use
conversational chatbots, receive movie recommendations, or
screen job applications, Al models are working behind the
scenes. Large Language Models (LLMs), which are built on
transformer architectures, revolutionized how machines
process natural human language and make decisions. The
introduction of ‘Transformers’ in 2017 led to the development
of Generative Pre-trained Transformer (GPT), Text-to-Text
Transfer  Transformer (T5), Bidirectional Encoder
Representations from Transformers (BERT), Large Language
Model Meta Al (Llama), and many more [1, 2]. These
models, trained on large text datasets, can interpret natural
language, generate human-like responses, and identify
behavioural patterns in users.

As a result, current technology providers have integrated
these systems into our everyday platforms to enhance the
quality and personalization of the services they offer to users.
For example, Google’s search is powered by an LLM called
BERT, and social media platforms like Facebook and
Instagram have Meta Al integrated into them, which is
powered by an LLM called Llama [3, 4]. Despite the rapid
adoption of Al systems, prior research has focused either on
the technical design of transformers [1, 5, 6] or specific real-
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world applications such as healthcare, learning, or smart
environments [7, 8, 9,10, 11], or the benefits of Al
applications in daily activities [12]. This leaves a research gap
in the limited work consolidating technical foundations on
how transformer-based LLMs connect to widely used
platforms such as search engines, recommendation systems,
and social media. This gap creates a problem: there is a limited
understanding of how the underlying technologies of LLMs
shape real-world, everyday Al applications. As Al rapidly
integrates into our lives, understanding the internals of
applications used every day is essential.

Unlike existing studies that focus narrowly on technical
details or individual domains, this article addresses these gaps
through a comprehensive narrative review of transformer
architectures and their three variations (encoder-only,
decoder-only, and encoder-decoder), illustrating their
applications in everyday life, such as search engines, chat
assistants, social networks, content recommendation, and
more. For each of these applications, we describe the
underlying LLM models, the kinds of functionality they
enable, and how users experience them, whether knowingly or
unknowingly.

2. Related Work

The Introduction of the “Attention is all you need” paper
led to various subsequent models, including BERT, GPT, TS,
Llama, and many others. Variations of transformer
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architecture enable these models to perform multiple tasks, but
not limited to text generation, classification, translation, and
text predictions [1]. Many previous studies have addressed
topics such as large language models and transformers from
various perspectives. In this section, we provide details of
studies that discuss the use of Al in everyday applications.
Some studies focus on the technical foundations of the
transformer, and others on real-world applications in specific
domains.

On the technical side, articles such as [13] provide the
evolution of the model from traditional natural language
processing to transformers. Similarly, [5] provides a
comparative analysis of three transformer architectures along
with their trade-off in the context of training efficiency,
Natural Language Understanding (NLU), and generalization
capabilities for zero-shot and few-shot learning. Article [6]
contributes to the conceptual understanding of LLM
architectures, prompt engineering, LLM performance
evaluation methods, and improving LLM accuracy with
Retrieval-Augmented Generation (RAG). At the same time,
[1] provides a systematic catalog of LLM models, including
BERT, T5, GPT, and others, along with their underlying
transformer architecture variations. These articles provide
technical aspects of LLMs and associated transformer
variation but remain largely detached from real-world,
everyday applications.

On the application side, many articles highlight how
LLMs are applied in our daily lives. For instance, articles such
as [8] have explored the use of LLMs with applications like
ChatGPT to support informal and everyday learning, [14]
proposes an LLM-based framework for personalized and
accurate travel dairies. Moral and social decisions made by
LLM are evaluated in [15]. Every day, productivity and trust
issues related to using LLMs for daily activities are discussed
in [16].

In the context of domain-specific platforms, smart home
applications are another domain where LLMs are utilized.
Article [9] highlights how LLMs can act as recognizers of
human behavior by analyzing sensor data from smart homes,
supporting applications in smart energy and healthcare
monitoring. Besides, article [17] introduces a simulation
approach where LLMs generate realistic daily schedules,
enabled by agent-based modeling of human activity, and
article [18] emphasizes conversational Al agents designed to
create and manage home automation routines through
interactive and gamified interfaces that are powered by GPT-
4.

Healthcare is another domain for LLM applications. An
article such as [19] applies LLM to therapy as a daily mental
health assistant for self-care. Few articles explore LLM-driven
conversational agents, such as ChatGPT, for supporting
autistic individuals in everyday life [7] and how they impact
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medical practices, including medical documentation and
diagnostic support systems [10].

Finally, review articles such as [20] and [21] explore
LLM application trends and challenges, but they fall short of
linking transformer architectures to everyday digital
applications. To complement the reviewed literature, a
bibliometric analysis was conducted by generating term co-
occurrence maps using the existing review articles collected
from 2020 to 2025, based on the defined query term (resulting
in 900+ articles retrieved). These 900+ review articles
revealed two clusters of research: (Figures 2 and 3) one
focusing on technical aspects of transformers (e.g.,
architecture, models, attention mechanism, deep learning,
natural language processing), and other (Figures 2 and 3 red
cluster) centered on LLMs, ChatGPT, Agent-based systems,
highlighting their applications, capabilities and domain-
specific insights in areas such as healthcare, education and
medicine. Additionally, terms related to everyday or daily
aspects of Al emerged as separate, weakly connected nodes,
confirming that, although the everyday use of LLM is
acknowledged in the existing literature, it remains poorly
integrated with either technical or application-focused studies.

This bibliometric evidence highlights a research gap, as
existing reviews rarely address the Al models and their
architectures employed in applications or platform use in
everyday life. To understand the technical aspects of Al better,
a consolidated article that addresses the technical foundations
of LLMs used in real-world applications is needed. This can
help stakeholders, policymakers, Al enthusiasts, the public,
and industry practitioners to understand the rapidly evolving
landscape of Al-powered technologies. To the best of our
knowledge, this is the only review article that discusses the
consolidated applications of LLMs that we interact with every
day in our lives.

3. Background: Transformers and LLMs

Earlier models like Recurrent Neural Network (RNN) and
Long Short-Term Memory (LSTM) were state-of-the-art
models for language tasks, but they had two big problems: (i)
They process one word at a time, which made training slow
and hard to parallelize. (ii) RNN struggled to remember from
previous steps as the sequence grew longer, and LSTM,
despite handling longer sequences better than RNN, faced
issues with very long-range dependencies [2].

To overcome these limitations, transformer architecture
was introduced, making training faster as it can process data
in parallel and learn relations between all words within a given
input sentence simultaneously. This changed the way
computers understand human language. This enabled Al to be
faster and better at understanding things like translation and
conversation, and proved its effectiveness in machine
translation tasks [2].
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A Transformer is a type of neural network architecture—
a brain-inspired model made of artificial neurons (tiny math
functions) arranged in layers that are used in Artificial
Intelligence (AI) to help computers understand and generate
human language. This system wuses a “self-attention”
mechanism that helps transformers focus on the most
important parts and positions within text inputs. For example,
“if the sentence ‘The dog did not cross the street because it
was too tired’ is an input sentence to be translated, in this
sentence, what does ‘it’ refer to? Does it refer to the street or
the dog? For humans with knowledge of the English language,
it is simple, but for an algorithm, it is not. When the
transformer is processing, it works on ‘it’; the self-attention
mechanism allows it to associate ‘it” with ‘dog [22].”

In recent years, transformers have become the backbone
of Large Language Models (LLMs), which are neural
networks pre-trained on vast text datasets. This breakthrough
in this field is enabled only through transformers combined
with increased computational power and the vast availability
of training datasets from various sources. These advances
have produced LLMs, often referred to as foundation models,
such as GPT-3, BERT, and Llama, which achieve near-
human-level performance on various tasks, such as answering
questions, summarizing information, writing stories, and
many other tasks [1]. These foundational models are general-
purpose Al systems that can adapt to many applications with
minimal fine-tuning or prompt engineering. In short, the
transformer’s attention mechanism has enabled the current
widespread application of LLM that we see in everyday life.

4. Transformer Architectures

Transformers with a self-attention mechanism, consisting
of two segments: an encoder and a decoder composed of a
stack of 6 identical layers (Figure 1)

An encoder (left half in Figure 1) is the first part of the
transformer; It consists of 6 layers stacked on top of each
other. Each layer has two parts: the first is a multi-head self-
attention mechanism, which allows for capturing different
types of relationships between words within a sentence.
Second is a position-wise feed-forward network where each
word is fully connected to a neural network after self-attention
to refine its meaning. To maintain stability and prevent
information loss, each sub-layer is wrapped with a residual
connection followed by layer normalization. In other words,
an encoder’s job is to read the inputs (e.g., a sentence in
English) and understand them. It takes each word and looks at
it in the context of the whole sentence. It turns the sentence
into a series of numbers (called embedding) that capture the
meaning and relation between words [2,5,6].

A decoder (right half in Figure 1) is the second part of the
transformer, composed of six identical layers stacked on top
of each other. Each decoder layer has three parts. In addition
to multi-head self-attention and a feed-forward network
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similar to an encoder, it also has masked multi-head attention,
which is identical to the encoder self-attention mechanism.
However, the words are masked so that the model can look
into previous words when generating text, rather than future
words. Like the encoder, residual connections and
normalization are applied around each sub-layer. Overall, the
decoder's job is to take the information from the encoder and
use it to generate an output (for example, a translated sentence
in French). It looks at what the encoder has learned about the
input and then generates words one by one to create the output
sentence [2,5,6]. It writes or creates the answer/response based
on what is encoded and understood. Over time, through
research and experimentation with the building of LLM using
encoder and decoder concepts, this transformer model
branched into three main architectural models: a) encoder-
decoder (the original transformer model), b) encoder-only
transformer, and c) decoder-only transformer [5].

4.1. Encoder-Decoder Architecture

This is the original Transformer (sequence-to-sequence)
model, which utilizes both the encoder and the decoder. Used
for tasks that need to take inputs and produce different output
sequences, like translation [2], summarization [23,24], or task
mapping  text-to-text (e.g., paraphrasing, Grammar
Correction). Some examples of LLMs based on this
architecture include T5, Alexa Teacher Model (AlexaTM 20B
[25]), and Bidirectional and Autoregressive Transformer
(BART).

4.2. Encoder-Only Architecture

This transformer consists of only an encoder, designed for
understanding language, and is used for tasks that do not
require generating text, such as classification, entity
recognition, sentiment analysis, or question answering [5, 6].
Some examples of LLMs based on this architecture are BERT,
Google’s ALBERT, and ELECTRA [1, 5].

4.3. Decoder-Only Architecture

Transformer contains only a decoder part, designed to
generate text by predicting words one at a time by referring to
previously generated words. This architecture type is used for
tasks such as autocomplete, text continuation, and chatting [6].
Some examples of LLMs in this category include Llama,
Google’s Gemini, and GPT, which are decoder-only LLMs
powering the most popular applications, such as ChatGPT [5].
In real-world applications, all three architectures are actively
used, and these architectures can handle many of the same
tasks. The choice of architecture depends on how deeply the
input needs to be understood, how the output is generated, and
the specific goals or constraints of the system. Additionally,
some platforms can even do a combination of these
architectures; here, the choice of architecture depends on
application requirements, training complexity (e.g., how
difficult or time-consuming it is to train the model), and
resource consumption (e.g., how much memory, computing
power, or energy the model needs) [5].
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S. LLM in Real-World Platforms

The usage of LLMs has changed from research labs to
widespread deployment across real-world platforms. This
section will provide details about LLMs, the respective
architecture pattern used, and the functions they perform in
several major application domains, including search engines,
recommendation systems, social media, and personal
assistants. This section will highlight examples from Google,
Netflix, Instagram/Facebook, and YouTube Music. Table 1
provides a high-level overview to complement the detailed
platform-specific analysis in this section.

5.1. Google Search

One of the uses of LLM in daily life is Google’s search
engine. In 2019, Google integrated BERT (an encoder-only
transformer model) into its search engine. It understands the
full context of sentences by understanding and processing
each word in relation to other words within a sentence,
enabling better retrieval of information for user search queries
[4]. By 2021, Google had introduced the Multitask Unified
Model (MUM), which uses T5, an encoder-decoder
transformer. MUM can understand and generate language. It
also processes and synthesizes information from various
source formats, such as text across 75+ languages. This
enables Google search to answer complex queries, even if the
source information is not in the query’s original language [26].

In 2024, Google released Gemini, a multi-modal decoder-
only transformer (supporting text, image, audio, video, and
advanced coding and more) [27]. Gemini is the foundational
LLM for two advanced search features: 1) Al overview, and
2) Al mode.
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Fig. 3 Density Visualization showing the area of concentrated research focus within the collected articles
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An “Al overview” is presented at the top of relevant
Google search results, providing summaries generated by the
Gemini 2.0 model along with sources and citations from which
the response is synthesized [28].

“Al mode” helps to dive deep and allows follow-up
questions with more advanced reasoning, thinking, and multi-
model capabilities. It employs the “query fan-out” technique,
which conducts multiple relevant concurrent searches across
subtopics and data sources and consolidates the results
together [28].

5.2. Facebook and Instagram

In 2019, Meta, the parent company of Facebook and
Instagram, leveraged an encoder-only transformer LLM called
RoBETa (A Robustly optimized BERT pretraining approach),
which is built on Google’s BERT to detect hate speech on their
social media platforms [29, 30].

Meta also developed its own family of large language
models, called Llama, which utilizes the transformer concept
for language generation [31]. In 2023, Meta launched Meta
Al, powered by Llama 2, an Al assistant that integrates
directly into Facebook, Instagram, WhatsApp, and Messenger
[32].

By 2024, Meta upgraded the assistant with Llama 3,
improving its intelligence and availability, enabling users to
access Meta Al to get answers, help plan dinner, generate
images, and access real-time information on user feeds,
stories, and photos without leaving these applications [3, 33].
These LLMs, Llama 2 and Llama 3, utilize a decoder-only
transformer, which serves as the backbone of Meta Al.
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5.3. YouTube Music

Recommendation in YouTube Music is powered by both
traditional and current state-of-the-art transformers. In
general, a recommendation system consists of three main
stages: retrieval (collection of relevant items (songs,
documents, etc.) from a large corpus), ranking (evaluation of
the retrieved results and assigning scores), and filtering
(sorting by scores and short-listing) [34]. Google researchers
developed a transformer-based ranking system for YouTube
Music that captures sequential user actions (plays, skips, likes)
and associated contextual information, such as metadata
(artists, language of music), time since prior user actions, and
the music track associated with the user action. It also
incorporates the user’s listening history to better predict user
preferences [34]. This approach utilizes both existing ranking
and transformer-based ranking for YouTube Music
recommendations.

5.4. Netflix

A Streaming platform that has begun adopting
transformer-based LLMs by shifting from traditional Al
algorithms for personalized recommendations. In 2025,
Netflix announced a foundation recommendation model for
personalized recommendations, replacing many individual
Machine Learning (ML) algorithms for distinct needs,
including features like “Top Searches”, “Trending Now”,
“Documentaries”, “My List”, and many other features, with a
single LLM-inspired System [35]. This system is specialized
for standard behavior rather than natural language tasks, but is
similar to GPT-like principles, which is a decode-only style
transformer.

5.5. Other Everyday Applications

Beyond Google, YouTube, Netflix, and Meta platforms,
transformer-based LLMs have been integrated into numerous
daily applications to enhance productivity, communication,
and personalized experiences. A few of them are discussed
below.

5.5.1. Microsoft 365 (Copilot)

Copilot leverages GPT, a decoder-only LLM to assist
users in automating tasks, writing and summarizing content,
analyzing and exploring the data, turning ideas into
presentations, summarizing emails, drafting a response,
researching, and analyzing [36,37,38]. Copilot is integrated
into Microsoft 365 apps that are used every day, including
Word (for drafting, editing, rewriting, and summarizing
documents), Excel (for analyzing data and generating
formulas), PowerPoint (for creating and editing
presentations), Outlook (for summarizing email threads and
drafting emails), Teams (for summarizing meetings and chats,
and general follow-ups ), and many more [38].

5.5.2. Snapchat (My Al)
Snapchat introduced “My AI” chatbot conversations to
answer questions, offer advice on gifts for birthdays, plan a
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hike, or make dinner suggestions [39]. ‘My AI’ is powered by
decoder-only LLM models like GPT models from OpenAl
and Gemini models from Google [40].

5.5.3. LinkedIn

A social networking platform for professional networking
and career development, leveraging LLMs such as the InBart
model (an in-house domain-adapted encoder-decoder-
transformer) for personalized Al-assisted messaging features,
GPT-4 (decoder-only transformer) models for LinkedIn
Premium profile writing suggestions, and products related to
collaborative articles [41].

To enhance LinkedIn’s platform further, LinkedIn
developed a domain-adapted foundation model called EON,
which is a fine-tuned model leveraging Llama 3.18B
(decoder-only transformer) [41, 42].

5.5.4. Duolingo

A language learning platform that utilizes LLMs for
lesson creation and planning grammar and vocabulary-
focused exercises for enrolled customers. The Duolingo Max
product features include “Explain my answer” and “Roleplay”
functions, powered by GPT-4 (a decoder-only transformer)
[43, 44].

5.5.5. Uber

Another everyday app that utilizes LLM for a range of
applications, like recommendations and search at Uber Eats,
chatbots for customer support services, for code development,
and other tasks [45]. Uber powers its applications by
leveraging many LLMs available in the market and the Al
community, but not limited to open-source models, such as
Meta Lama 2 (decoder-only), Mistral Al Mixtral (decoder-
only), and proprietary models from Google, OpenAl, and
other providers [46, 47].

5.5.6. Grammarly

A writing assistant that integrates LLMs to have advanced
intelligent writing and realistic text editing. It uses LLMs to
enhance grammar correction, tone/style, and implementation
and context-aware suggestions [48]. For collaborative editing,
they have fine-tuned CoEdit LLM models using Flan T5, and
mkEdit (enhanced CoEdit) fine-tuned on LLM models mT5
and mT10 (encoder—decoder) and BLOOMZ, PolyLM, and
Bactrian-X (decoder-only models) [49, 50].

5.5.7. Doordash

A food and grocery delivery application leverages both
traditional machine learning and Large Language Models
(LLMs) for efficient searching features for the best shopping
experience for customers and to improve product knowledge
graphs, which contain information about products which
makes it easier for customers to find exactly what they are
looking for, whether it is a specific vintage wine or a flavor of
craft beer by leveraging OpenAl’s GPT, Google’s Bard, and
Meta’s Llama [51, 52, 53].
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6. Conclusion

This article provides a narrative overview of how
transformer-based Large Language Models (LLMs) are
seamlessly integrated into everyday digital platforms,
including Google Search, Facebook, Netflix, Snapchat, and
others. By examining the architectures—encoder-only,
decoder-only, and encoder-decoder—this paper translates
complex Al concepts into a more digestible form for general

audiences, aiming to promote Al literacy. We informed the
user that foundational models like GPT, Llama, and Gemini
are powering search engines, recommendation systems, social
media tools, productivity applications, and more. These
LLMs, driven by transformers, are no longer confined to
academic or enterprise boundaries; they shape the information
we consume, the decisions we make, and the experiences we
have online.

Table 1. Large Language Models (LLMs) used in everyday digital applications across major technology platforms and architectures employed in

them, based on publicly available information

Company Product / Feature LLM Model(s) used Transformer Architecture
Encoder-only (BERT), Encoder-
Google Search BERT, TS (MUM), Gemini Decoder (T5), Decoder-only
(Gemini)
Facebook/Instagram —
Meta Hate speech detection, RoBERTa, Llama 2, Llama 3 Encoder-only (RoBERTa),
Decoder-only (Llama2/3)
Meta Al
. . Foundation Recommendation Model L
Netflix Recommendation (GPT-inspired) Decoder-only (GPT-inspired)
YouTgbe . Custom transformer-based ranking
Music Recommendation -
model
(Google)
Microsoft Copilot GPT models Decoder-only
Snapchat My Al GPT, Gemini Decoder-only
Messaging, Writing
. . . Encoder-Decoder (InBart),
LinkedIn suggestions, Collaboratlve InBart, GPT-4, EON (Llama 3.18B) Decoder-only (GPT-4, EON)
Articles
Duolingo Duolingo Max GPT-4 Decoder-only
Uber Eats, support Llama 2, Mixtral, models from
Uber chatbots, Google & OpenAl Decoder-only
CoEdit (Flan-T5), mEdit (mT5, mTl?)‘C%‘iZj:f_‘ﬁr ((I;l,inc-)g\’/lz
Grammarly Writing assistant mT10), BLOOMZ, PolyLM, ’ Y ’
. PolyLM, Bactrian-X)
Bactrian-X
DoorDash Search and product GPT, Bard, Llama Decoder-only
knowledge graph

Note: Some companies may use additional architectures for other functionalities or tasks. This table reflects only the implementations discussed here.

7. Limitations and Future Work

This work is not a systematic or formal literature review
and does not follow standardized protocols for literature
selection. The examples discussed in this paper are illustrative
rather than exhaustive and are based primarily on publicly
available sources such as blog posts and product
documentation. Additionally, while the paper focuses on the
technical architecture of the model, it does not address the
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