
International Journal of Computer Trends and Technology- volume3Issue5- 2012 
 
 

ISSN: 2231-2803        http://www.internationaljournalssrg.org  Page 702 
 

Robust Semantic Framework for web search 

engine 
V.Swamy Naidu#1, S.Narayana#2 

 
1 M.Tech (CSE),Gudlavalleru Engineering College, Gudlavalleru  

2  Associate Professor, Gudlavalleru Engineering College, Gudlavalleru.  
 
 

 
 

ABSTRACT: 
 
The Semantic Web is the second-generation WWW, 
enriched by machine-processable information which 
supports the user in his tasks. Given the enormous size 
even of today’s Web, it is impossible to manually enrich 
all of these resources. Therefore, automated schemes for 
learning the relevant information are increasingly being 
used. Web Mining aims at discovering insights about the 
meaning of Web resources and their usage. Given the 
primarily syntactical nature of the data being mined, the 
discovery of meaning is impossible based on these data 
only. Therefore, formalizations of the semantics of Web 
sites and navigation behavior are becoming more and 
more common. Several search engines have been 
proposed, which allow increasing information retrieval 
accuracy by exploiting a key content of Semantic Web 
resources, that is, relations. However, in order to rank 
results, most of the existing solutions need to work on the 
whole annotated knowledge base. In the existing system a 
relation-based page rank algorithm to be used in 
conjunction with Semantic Web search engines that 
simply relies on information that could be extracted from 
user queries and on annotated resources. This system 
retrieves all matching results that are based on minimum 
spanning nodes and fails to represent the owl and rdf 
structure in graphical representation.Proposed system 
overcomes all the drawbacks by introducing a new 
framework to represent the web semantic results based 
on the query. This system uses OWL , logic programming 
in order to get effective semantic search results. This 
proposed system represents all the OWL structure 
relationships in  graphical node representation. 
 

I INTRODUCTION 
The Semantic Web is better known for because you 

are a web of Semantic Web documents; however, little is 
considered about the structure or expansion of this type web. 
Search engines encompassng Google have transformed the 
manner in which people access and use the web but have 
make yourself a critical technology for finding and 
delivering information. Most existing search engines, 
however, provide poor support to accessing the web of 

result’s and earn no effort to purchase the structural and 
semantic information encoded in SWDs.The Semantic Web 
will present the process for solving the problem at the 
architecture level. The fact is, among the Semantic Web, 
each page possesses semantic metadata that record can 
possibly be concerning the Web page itself.  

 
WWW would certainly biggest revolution that went 

onto the technology. It continues not to be retains it pride as 
it serves and helps mankind indeed through several methods. 
Search engines are information retrieval systems designed to 
look for information stored inside of the web content. Who 
actually search engines incorporates a crucial half in success 
of web and currently it's an inevitable a component of one‘s 
life. the internet is actually a huge distributed and linked 
mass of the many resources which can be found poorly 
unstructured and unorganized. It’s forever a surprise for all 
of us how search engines retrieve a big collection of web 
content in a very fraction of seconds. This result connects 
man in the resources unfold worldwide despite of the 
geographical boundaries. Though the relevancy of leads to 
many instances may not be satisfactory as well as users isn't 
likely to wait sufficient to flick thru complete list of pages 
to induce a relevant result. The fact behind this is an 
important search engines performs search based by the 
syntax not on semantics. The keyword primarily based 
search engines fails to grasp and analyze the context through 
this keywords are utilized. Like worsens when the search 
The regular of the results degrades with irrelevant results of 
documents which uses solely the role of search phrase 
leaving the that means aside. 

Inorder to reduce the huge voluminous number of 
rules many approaches have been proposed. A rule deductive 
method was developed to mine the real demanded 
association rules for any given user, it   interacts with the 
user frequently by making them to pick the interesting items. 
Stream Mill Miner (SMM), a DSMS (Data Stream 
Management Systems) designed to solve the problem of 
post-mining association rules generated from the frequent 
patterns detected in the data streams.An integrated 
framework was developed for extracting constraint-based 
Multi-level Association Rules with an ontology support and 
used to improve the quality of filtered rules. And few 
techniques make use of taxonomies for reducing only the 
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hierarchical redundant rules in multilevel datasets. By 
generating closed, optimal and frequent itemsets many 
algorithms tried to reduce the number of rules. 
Postprocessing methods like pruning, summarizing, grouping 
and visualization also were used in existing methods.The 
rules should be expressed to the user in a more efficient, 
accurate and in a flexible manner for him to easily identify 
them. The use of ontologies in semantic web enables quick 
and accurate web search. It also allows the development of 
intelligent internet agents and facilitates communication 
between multitudes of heterogeneous web-accessible 
devices. And an ARIPSO (Association Rule Interactive Post 
Processing using Ontologies and Rule Schemas) developed 
to integrate the user knowledge in ontologies and rule 
schemas and some filters are used. The existing post 
processing depends on the statistical information, which do 
not prove that the mined rules are interesting for the user and 
requires some more filters to reduce the number of 
association rules to several dozens or less. 

A new framework is proposed here to evaluate the 
association mining rules for the semantic schemas. Proposed 
framework uses Data mining library to generate post mining 
rules using RDF as well as OWL programming. The 
framework is evaluated through a scenario based analysis in 
comparison with other existing scenarios and a prototype 
based performance evaluation in terms of query response 
time, the precision and recall ratio, and system scalability. 
 

2. BACKGROUND AND RELATED WORK 
 
Information retrieval by searching information on usually the 
internet server is not a fresh idea and different challenges 
while it is versus general information retrieval. Different 
search engines like google and yahoo return different search 
result pages on account of the variation in indexing as well 
as search process. Google, Yahoo, and Bing have actually 
been out there which handles the queries after processing the 
keywords. They only search information given on the net 
page, recently, discover what fiji has to offer group’s start 
delivering results from their semantics based search engines 
like google, and however most out of them are in their initial 
stages. Till not one of the search engines like google arrived 
at close indexing the entire web page, considerably less the 
entire Internet. Current web will be the biggest global 
database that lacks the occurrence of a semantic structure 
and hence it usually makes difficult to suit machine to learn 
the information from the the user. Whenever the information 
was distributed in web, now we have two kinds of research 
problems in search engine i.e. 
 
However, at search time each one of these features are 
offered only if resources are augmented with semantic 
annotations, which don’t come at no cost. A common 
method to semantically annotate resources is doing it 
manually (to illustrate using Annotea [6] or SMORE [7]). 
Clearly, such manual process is affordable only in specific 
domains wherein either cultural reasons (e.g., the librarians 
have actually been annotating and cataloging books since 
ever) or collaborative behaviors (e.g., Wikipedia) result in 
the annotation process sustainable. In other cases, some 
(semi)automatic annotation mechanisms is essential. 

However, at search time all these features are available only 
if resources are augmented with semantic annotations, which 
don’t come for free. The most obvious method to 
semantically annotate resources is practicing it manually (for 
instance using Annotea [6] or SMORE [7]). Clearly, such 
manual process is affordable only in specific domains in 
which either cultural reasons (e.g., the librarians appear to 
have been annotating and cataloging books since ever) or 
collaborative behaviors (e.g., Wikipedia) make your 
annotation process sustainable. For all other cases, some 
(semi)automatic annotation mechanisms is needed. To this 
end, combining smart data with smart machine appears to be 
the very best approach. 

 

 
  

Figure -1: Simple architecture of Semantic web 
 
Google was the first search engine to order its search results 
based in part on a Web page’s “popularity” as computed 
from the Web’s graph structure. This contemplated has 
turned into tremendously useful in training and is similarly 
appropriate to firmly Semantic Web search engines like 
google and yahoo. However, Google’s Site's ranking 
[PAG98] algorithm, and that is certainly reading “random 
user model”, isn't directly applied to the Semantic Net for a 
couple of reasons. URIs within the document are not at all 
merely backlinks but semantic icons referencing courses, 
Semantic Net situations, ontology docs, usual Net services, 
etc. Semantic Net reading is absolutely not merely 
indiscriminate hyperlink-based looking through but rational 
reading that would entail grasp the semantic material of docs. 
 
Patrick Lambrix and Nahid Shahmehri and Niclas Wahllof 
[13] gives you a major search engine transpires collectively 
that tackles the trouble of enhancing the precision and recall 
for retrieval of documents. The best methods that they apply 
listed here are the use of subsumption information to 
discover that the using default information. The application 
of subsumption information permits for the retrieval of 
documents including information about the desired topic 
along with information regarding more specific topics. The 
use of default information permits for retrieving of 
documents that provide typical content details about an 
interest. The strict and default information are represented 
inside an extension of description logics that can do business 
with defaults. There have been tested sst on small-scale 
databases with promising results. 
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Satya Sai Prakash et al, present architecture and design 
specifications for brand new generation search engines like 
google and yahoo highlighting the demand for intelligence in 
search engines and give a knowledge framework to capture 
intuition. Simulation methodology to learn the major search 
engine behavior and performance presents itself. Simulation 
studies are conducted using fuzzy satisfaction function and 
heuristic search criterion after modeling client behavior and 
web dynamics [4]. 
 
 
 
 
 

3. PROPOSED  FRAMEWORK 
 

The OWL (Web Ontology Language) allows a much better 
machine interpretability of one's web by rendering additional 
vocabulary and formal semantics in order to make the data 
more expressive. It serves as a standard language to represent 
the terms in vocabularies and naturally the relationships 
between those terms. Opposed to databases, ontologies serve 
as conceptual structures to describe the entire application 
domain, in contrast to just describing one specific 
application. 
 
The RDF Data Access Working Group provided a W3C 
recommendation for the querying of all the Semantic Web 
when using the RDF query language ARQ. It consists of the 
syntax and semantics to suit querying against RDF graphs. 
Therefore, the core of the query language is founded on 
matching graph patterns. The graph patterns contain triple 
patterns which are identical to RDF triples, but in the option 
of replacing an RDF term in the subject, predicate or object 
position with the use of a query variable. The variables 
inside a triple pattern are identified through the ’?’ prefix. 
ARQ also allows the use of conjunctions, disjunctions, and 
optional patterns. Listing 2.1 gives a simple example of the 
syntax of the SPARQL query. 
 
A question mainly includes following parts: the prologue 
(line 1), consists of the reasons for of namespace prefix 
bindings. This allows an individual to write the prefix deep 
in a query in comparison to rewriting the entire URI again. 
The goal output of a SPARQL query is defined in the query 
type, which is certainly a SELECT query in the following 
example (line 3). The main part is the basic graph pattern 
(BGP) (lines 4-7), which holds all the triple patterns to 
remain matched in the underlying RDF graph. Finally a 
SPARQL query may include solution modifiers (line 8), 
which modify the output of the pattern matching with 
classical operators an example would be distinct, order, limit, 
and offset. 
 

 
 

Figure 2: Semantic workflow 
 
Language Of Semantic Web 
 
In an effort to incorporate semantic knowledge into internet 
websites a fresh set of document formats plus some new 
ways to represent data had to be invented as well using 
previously existing formats and structures. For instance 
XML syntax has always been utilized for data identification 
purposes for many years. We are already familiar with 
URI’s, one common example of which is the URL, being a 
resource locator on line. 
Unicode 
Semantic web is designed in a way to have the ability 
interconnect every data node on the web. So there should not 
be a language representation restriction on the system which 
is easily overcome by choosing Unicode for the base 
character set. 
 
Uniform Resource Identifier 
In URI specification it is defined as “A Uniform Resource 
Identifier (URI) “A Uniform Resource Identifier (URI) is 
naturally a compact sequence of characters that identifies an 
abstract or physical resource” An URI will be the secret to 
identify anything else that is on the world wide net. It is 
understood to become basic building block of all the web. If 
you are eager to reference anything on the net it really has to 
end up with URI, and anything can certainly be given an 
URI[8]. 
A sample URI is tel: 1-816-555-1212 which simply identifies 
the numbers 1-816-555-1212 currently being a “tel”. 
 
Extensible Markup Language (Xml) 
 
As a matter of fact from w3c who defines the XML 
specifications [59] “Extensible Markup Language (XML) is 
an easy, very flexible text format to be had from SGML (ISO 
8879).” 
XML is most definately a language that we both can 
arbitrarily tag (markup) any arbitrary text. Any xml 

User interface program 

Owl ontologies +Logic programming 

Data interchange RDF 

        Syntax XML 

   URI and UNICODE 
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document is made of markups and content. Markups are 
either of the form <somemarkup> or &somevalue;. 
Everything that would not be markup is content. By way of 
example low risk sentence. Roses are red Often is expressed 
in XML as[2] 
  
<sentence> 
<plant>Rosesplant > are <color>red</color> 
</sentence> 
  
Find the content remains the same. However dont worry the 
computer can know that Roses is a plant and red is a color. 
Adding some specifies tags 
<sentence> 
< plant type=“flower” >Roses</flower> are <color 
code=“xFF0000”>red</color> 
</sentence> 
Now the computer knows Roses aren't simply plant but of 
type flower. Naturally much like every system without a 
central identifier bank the identifiers within this XML 
document could get confused with another document. So 
XML introduces 
namespace concept same as discovered most computer 
languages today. By defining a namespace using an UIR at 
the start of this very document, we can easily uniquely 
identify our identifiers. Moreover XML creates a method to 
abbreviate the 
namespaces. Example plant namespace can be found below. 
<sentence 
xmlns=http://example.org/xml/documents/xmlns:plant=http:/
/plants.net/xmlns/ > < plant :plant plant :type=“flower” 
>Roses</ plant :flower> are < plant :color plant 
:code=“xFF0000”> red</ plant :color> </sentence>. 
 
Resource Description Framework 
 
Abbreviated as RDF, resource description framework is a 
syntax framework designed to exchange information in a 
machine interpretable way. W3C defines RDF as “… a 
foundation for processing metadata; it provides 
interoperability between applications that exchange machine-
understandable information on the Web”. For now we have a 
way to identify or locate resources in the form of URI’s. We 
also have a language available (XML) which allows us to tag 
textual data. RDF’s combine URI’s using XML to describe 
objects, attributes and relations between objects. Of course 
all of this is done in a way that machines can process and 
“understand” this data. The syntax of RDF’s is of triplets 
where each member is an URI (or black). Subject-
>predicate->object and in that order[6][7][8]. 

 the subject, which is an RDF URI reference or a 
blank node. 

 the predicate, which is an RDF URI reference. 
 the object, which is an RDF URI reference, a literal 

or a blank node. 
 
An example 
 
<?xml version="1.0"?> 
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-
syntax-ns#" 

xmlns:contact="http://www.w3.org/2000/10/swap/pim/conta
ct#"> 
<contact:Person 
rdf:about="http://www.w3.org/People/EM/contact#me"> 
<contact:fullName>Eric Miller</contact:fullName> 
<contact:mailbox rdf:resource="mailto:em@w3.org"/> 
<contact:personalTitle>Dr.</contact:personalTitle> 
</contact:Person> 
</rdf:RDF> 
 
Rdf Diagram 
The word schema arises from Greek; meaning shape, form or 
possibly a plan as more general view. Schemata in computer 
world are frequently description files about other files. This 
lets a certain abstraction of levels in definition hard drive 
data recovery as shape (how data is used) and content. 
  
Description Logics Thought 
 
Description logics (DLs) undoubtedly are a line of 
knowledge representation languages that are utilized to 
represent an awareness in an application domain in a 
structured and formally well-understood. The principle parts 
of DLs are concept and role. The main concept denotes the 
types of objects and naturally the role denotes the binary 
relationships between classes. As DLs undoubtedly are a 
multitude of languages for knowledge representation, they 
have sets of symbols and syntax to spell out life and suitable 
knowledge representation expressions for reasoning. The 
DLs are to be had from a knowledge representation called 
inheritance networks. 
 
Syntax of ARQ 
 
SPARQL is all about matching graph patterns and the 
simplest one is triple pattern which is very much like RDF 
triple but it mostly contains variables instead of terms at 
subject, object and predicate positions. A very simple 
example of RDF is 
 
SELECT ?news FROM <news.owl> WHERE{ 
NewsOWL:Copenhagen NewsOWL:areasNews ?news} 
 
Now we have an example of SELECT query. The opposite 
types will just be discussed in a while. This query is 
attempting to retrieve all the news direct from city 
Copenhagen. The most ideal clauses are used allow me to 
share 
PREFIX is SPARQL equal of XML namespaces. So 
compared to using whole URL 
repeatedly one may use prefix. 
SELECT keyword is made to settle on information items that 
the query will return. It truly is like 
SQL select. This question returns one element. ? and $ are 
used to show a variable in 
SPARQL. The opposite keyword which can be used listed 
below are ASK, DESCRIBE and CONSTRUCT. I explain 
these in a while. 
FORM is used to specify the origin element against which 
the query will certainly be executed. This needs to be 
optional in cases like this. That if we don’t mention it, query 
will be run against the current file. 



International Journal of Computer Trends and Technology- volume3Issue5- 2012 
 
 

ISSN: 2231-2803        http://www.internationaljournalssrg.org  Page 706 
 

WHERE clause is designed to specify the triple/graph pattern 
that question matches against a RDF graph. WHERE 
keyword itself is optional. An overall form of this clause will 
just be WHERE  ?subject ?predicate ?object  The 
culmination of these query once we run against news.owl 
will just be 
 

 
 
Simply this query will find a node Copenhagen in RDF 
graph and show the all nodes linked by link areaNews. Here 
is another example in which query is selecting all news and 
their categories from news.owl. 
PREFIX NewsOWL: <http://www.owl 
ontologies.com/news.owl#> 
SELECT ?news ?category 
FROM <http://www.owl-ontologies.com/news.owl> 
WHERE { ?news NewsOWL:inCategory ?category} 
 
The Google-like Graphical user interface Layer, which 
enables owners to specify queries in relation to keywords the 
Googlelike query interface extends traditional keyword 
search languages by providing the precise specification of i) 
the queried subject and ii) the mixture of multiple keywords. 
– The Text Search Layer, causing sense of user queries by 
finding out the explicit semantic meanings of all the user 
keywords. As will be described in Section 5, central to this 
particular layer are two components: i) a semantic entity 
index engine, which indexes documents and the associated 
semantic entities including classes, properties, and 
individuals; and ii) a semantic entity search engine, which 
supports the searching of semantic entity matches for the 
user keywords. 
 

 
Figure 3: Layered semantic architecture 

 
– The Semantic Query Layer, which produces search results 
for user queries by translating user queries into formal 
queries. This layer comprises three components, including i) 
a formal query construction engine, which translates user 
queries into formal queries, ii) a query engine, which queries 
the desired meta-data repository making use of the generated 
formal queries, and iii) a ranking engine, which ranks the 
search results in accordance with the degree of their 

satisfactory upon the user query. The mechanism of formal 
query generation will surely be described in Section 6. 
 
– The Formal Query Language Layer, that gives a specific 
formal query language which can be used to retrieve 
semantic relations due to underlying semantic data layer. 
 
– The Semantic Data Layer, which comprises semantic 
metadata which are gathered from heterogeneous data 
sources and are also represented in different ontologies. 
 
Figure 4 shows complete diagram of the SemSearch search 
engine. It accepts keywords as input and produces results 
which you ll find are linked with the owner keywords in 
regards to semantic relations. The search means of 
SemSearch comprises four major steps: 
 

 
Figure 4 : Proposed Web semantic flow 

– Step1. Making sense of the user query, that is to 
find out the semantic meanings of one's keywords 
specified in a person query. 

–  Step2. Translating the customer's query into formal 
queries. –  

–  Step3. Querying the back-end semantic data 
repositories by using the generated formal queries. 

– Step4. Ranking the querying results. 
PageRank, introduced by Google [18, 12], evaluates the 

relative importance of web documents. Given a document 
A, A's PageRank is computed by equation 2: 

PR(A) = PRdirect(A) + PRlink(A) 
PRdirect(A) = (1 - d) 

PRlink(A) = d(PR(T1)/C(T1) +:::+PR(Tn)/C(Tn)) 
where T1; : : : ; Tn are web documents that link to A; C(Ti) 
is the total outlinks of Ti; and d is a damping factor, which 
is typically set to 0:85. The intuition of PageRank is to 
measure the probability that a random surfer will visit a 
page. Equation captures the probability that a user will 
arrive at a given page either by directly addressing it (via 
PRdirect(A)), or by following one of the links pointing to it 
(via PRlink(A)). 

´ 
 
 

5. EXPERIMENTAL RESULTS 
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All experiments were performed with the configurations 
Intel(R) Core(TM)2 CPU 2.13GHz, 2 GB RAM, and the 
operation system platform is Microsoft Windows XP 
Professional (SP2).  

 

 
Figure 5: Keyword based Semantic search with user 

filtering 
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6. CONCLUSION AND FUTURE WORK 
 

The next-generation Web architecture represented 
by the Semantic Web will provide  improving search 
strategies and enhance the probability of seeing the user 
query satisfied without requiring tiresome manual 
refinement. Nevertheless, they mainly use page relevance 
criteria based on information that has to be derived from the 
whole knowledge base, making their application often 
unfeasible in huge semantic environments. By neglecting the 
contribution of the remaining annotated resources, a 
reduction in the cost of the query answering phase could be 
expected. 

This Proposed work  uses semantic concept in order 
to improve the integration of user knowledge in the 
postprocessing search results. Furthermore, an interactive 
framework is designed to assist the user throughout the 
analyzing task  while searcing the user requested items 
efficiently and effectively. Applying our new approach over 
voluminous sets of rules, we were able, by integrating 
domain expert knowledge in the postprocessing step, to 
reduce the number of rules ie filtering the user’s prospective 
results with less time. Moreover, the quality of the filtered 
rules was validated by using visualization manner.The 

experimental results demonstrate its effectiveness and 
efficiency.  
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