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Abstract
As the hardware capabilities of mobile devices advance, Engineering is coming up with various innovations that would have not been possible to achieve a few years ago. Augmented reality is one of these innovations. Although a relatively newer concept, Augmented Reality is already being widely accepted in fields like medicine, architecture, the automobile industry and many more.

There is a plethora of applications available for download which are based on Augmented Reality. This paper discusses the different types of Augmented Reality technologies and various components essential to achieve an Augmented Reality environment. A few examples of the applications made using Augmented Reality are also discussed. While it cannot be implied that Augmented reality is something that has become a must in the industry, it is a growing technology which will have a broad spectrum of applications in the future.
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I. INTRODUCTION

Augmented Reality can be defined as a phenomenon in which the computer generated 3D imaging is brought into the real world through the camera of the device. The augmented view is made available on the device's display. New graphics [8], sounds and touch feedback is added to our world through Augmented Reality. Various programming languages and development engines can be used to implement augmented reality into the code and made available in the form of an application. Through this code, the positioning and functionality of the augmented object can be brought into the real world. The code requires specification of 3D coordinates in order to incorporate the object. Various coding languages also allow the modification of certain properties like the colour, shadows, texture and depth of the object.

The coordinates of the point where the user touched on the screen can be passed to a defined function in the code and it can provide the augmented object at that position. Multiple objects can be added to the real world environment by storing the coordinates of the user touched points into an array and can be passed to a function that takes in the array as an input and contains the necessary code to bring the object onto the provided points in the real world [1]. Although Augmented Reality seems like an interesting innovation, it requires specific hardware and old devices may not be able to utilize the absolute functionality of Augmented Reality. As it involves heavy processing, the Central Processing Unit as well as the Graphics Processing Unit are used close to their threshold. Running Augmented Reality applications might be an onerous task for some devices but if the hardware used is capable enough, one can enjoy the full capabilities Augmented Reality has to offer.

A. Augmented Reality versus Virtual Reality

Virtual Reality [5] provides a complete virtual environment to the user. It is called “virtual” because it does not involve any interaction with the real world. The surroundings are virtual, and so are the objects in that environment. On the other hand, Augmented Reality brings the objects in the real world environment. The only thing “virtual” in Augmented Reality is the objects themselves i.e. the virtual objects are brought in to the real world environment whereas the former provides an environment that is virtual in its entirety. The user may require a head mounted display (like a Virtual Reality Box) to experience Virtual Reality. The user can experience Augmented Reality on their own physical devices which they use in their daily lives. Both of these technologies have come to light in the recent times and are broadening their usage in various industrial fields.

II. TYPES OF AUGMENTED REALITY

There are several types of Augmented Reality technologies which have been put to use. Each of the technology [8] differs in its objective and the application for which they’re used.

A. Projection Based Augmented Reality

In this type of Augmented Reality, artificial light is emitted onto a surface. This artificial light may take form of objects which are recognizable by the user. The user may interact with the object on the surface by using their fingers and the device forming the object by emitting the light might be able to generate a response based on the user’s action. This type of Augmented Reality is being used in the automobile industry to project the directions of the user’s destination onto the windshield of the car while driving. It has also been used to make a keyboard that
is emitted in the form of light on a surface and is capable of reading the user’s input by recognizing their touch onto the physical surface.

B. Image Recognition Augmented Reality

This type of Augmented Reality [8] is also referred to as marker based Augmented Reality. In this, a marker (A QR Code, a simple 2D symbol) is placed in the real world which is identified by the camera of a device. This identification point (marker) becomes the point where the augmented object is to be placed. For example, a marker can be placed on a white wall. A set of different colors or different patterns may be used as different objects. Once the device identifies the marker, different objects can be placed on that position (on the position of the marker) in augmented reality. The markers are generally chosen as a simple 2D object so that they are easily detectable by the camera.

C. GPS Based or Position Based Augmented Reality

This type of Augmented Reality does not require any pre-knowledge of the user’s environment. Instead, it uses the GPS (Global Positioning System) of the device, determines the location and implements the augmented reality in real time. For example, if a user walks on a street and points his/her camera towards the street, the augmented reality application will provide the names of the shops and present them on the user’s device screen.

III. COMPONENTS REQUIRED TO ACHIEVE AUGMENTED REALITY

Running Augmented Reality based applications requires extensive power and strong GPUs/Cpus. A lot of mobile companies have started making processors which are capable of running such applications. Some of the components required for an AR application to run properly are discussed below.

A. Device Sensors and Cameras

Sensors of the device are responsible for performing tasks for a mobile just like the sensory organs of humans. The sensors can detect the rotation and movement of a device. The gyroscope and the accelerometer [9] of a device determine the three dimensional coordinates which are required by an AR application. The camera of the device provides the real world environment onto the screen of the phone. The data collected from the sensors is used by the AR application to present the objects in the real world.

B. Central Processing Unit and the Graphics Processing Unit

The GPU and the CPU are the main processing units of a device. They are responsible for providing the necessary power required for an AR application to run. Better the capabilities of the CPU and the GPU are, more are the possibilities to utilize what the AR applications have to offer. The sensors discussed above, when combined with strong CPUs and GPUs can run applications with a good frame rate and make them appear as realistic as possible.

C. Projectors

These devices [3] are only used for Projection Based Augmented Reality technique. The function of a projector, as the name suggests, is to emit light on a surface which forms the user interactive object in the real world. For example, games like Ludo could be played on a table by projecting the Ludo board and the dice in an Augmented Reality environment.

IV. AUGMENTED REALITY APPLICATION DEVELOPMENT ENGINES

A. Unity and Vuforia for Android Devices

Platforms like Unity and Vuforia allow the development of Augmented Reality based applications for both Apple and Android phones. Vuforia is a powerful engine [11] that has been in use for the development of AR based applications. Vuforia allows the user to provide an image of a real world object and converts it into a “target” file. This target file can be loaded in Unity and the Unity engine is able to build an application that will recognize the target image (processed by Vuforia) as an object and place an AR based object onto the target image in the real world. Both of these engines are most widely used for developing AR based games and other extensive applications.

B. Apple’s Augmented Reality Kit

Apple has recently introduced [10] “AR kit” that has brought in the functionality to write code for AR based applications. The AR kit can be implemented by writing code in Swift (a coding language by Apple) on their compiler/compiler known as XCode. XCode and Swift enable the developer to add a lot of functionalities and depths to their AR based application. One limitation to Apple’s AR kit is the limited number of devices that support running of AR applications built using the AR kit.

V. REAL WORLD EXAMPLES OF AUGMENTED REALITY APPLICATIONS

The following applications are made on Swift (Coding Language for Apple Application Development) using XCode as the builder/compiler. Apple’s new operating system, iOS 11 brings in support for a lot of Augmented Reality applications.

A. 3D Dice Application

This application brings in dice into the real world. This application first detects the presence of a plain surface. Once detected, it creates a grid onto the user’s screen which enables the user to place single or multiple dice onto the surface. On the user’s screen, it appears as if the dice is actually kept on a flat surface.
The user can shake their device and the dice would give an animation of being rolled on the screen.

```java
if (shaker.isAmbientSound())
    setAdaptedSound = ambientSetAdaptedSound;
setArea = new Vector3d(ambientSetAdaptedSound.x, ambientSetAdaptedSound.y, ambientSetAdaptedSound.z);
```

Figure 1: Code snippet of bringing the grid onto a flat surface

```java
compute new touchPos, number: int, offset: int, offset: int) {
    if (touchPos == touchArea.x) {
        results = new Vector3d(ambientSetAdaptedSound, -ambientSetAdaptedSound, ambientSetAdaptedSound);
    }
}
```

Figure 2: Code snippet to recognize user touch and placing the dice

```java
function addMarker () {
    let point = new Vector3d(ambientSetAdaptedSound.x, ambientSetAdaptedSound.y, ambientSetAdaptedSound.z);
    addMarker.position = ambientSetAdaptedSound;
    addMarker.rotation = ambientSetAdaptedSound;
    addMarker.material = ambientSetAdaptedSound;
    addMarker.color = ambientSetAdaptedSound;
    addMarker.texture = ambientSetAdaptedSound;
}
```

Figure 3: Screenshot of the application with dice placed in the real world

**B. Performing real world measurements using Augmented Reality Application**

This application enables the user to measure the lengths of objects (like flat surfaces) in his/her environment using Augmented Reality. On the mobile screen, the user can tap on two points in the environment. The application returns the actual distance between those two points on the screen in the form of a floating font. This application does so by taking the x, y and the z coordinates on the plane (that is the environment) and the functions defined in the application contain the necessary code to calculate the distance between them.

```java
function calculate () {
    let start = dotNodes[0];
    let end = dotNodes[1];
    print(start, position)
    print(end, position)
    let a = end, position.x - start, position.x;
    let b = end, position.y - start, position.y;
    let c = end, position.z - start, position.z;
    let distance = sqrt(pow(a, 2) + pow(b, 2) + pow(c, 2))
    updateText(text: "\{distance\}", x: position.x, y: position.y, z: position.z)
}
```

Figure 4: Code snippet to enable the user to add the two points between which the distance is to be measured

```java
function updateText (text: string, x: position, position: Vector3d) {
    let textNode = new TextNode(text: text, position: position, scale: Vector3d(0.81, 0.81, 0.81));
    sceneView.sceneNode.addChild(textNode)
}
```

Figure 5: Code snippet to calculate the distance between the points specified

```java
function updateText (text: string, x: position, position: Vector3d) {
    let textNode = new TextNode(text: text, position: position, scale: Vector3d(0.81, 0.81, 0.81));
    sceneView.sceneNode.addChild(textNode)
}
```

Figure 6: Code snippet to display the distance in a floating text form

Figure 7: The two points (in red) placed in the real world
VI. CONCLUSION

Every year, all the leading smartphone manufacturers are coming up with smartphones with advanced technologies and better hardware capabilities. With these capabilities, new innovations in the software industry are coming in for play and one of them that has picked up a spark is Augmented Reality. The developers see a strong future in developing augmented reality applications in terms of market sales as well as satisfactory consumption of these applications by the masses. In 2017, a game called “Pokemon Go”, one of the first games based on augmented reality took the world by storm. The use of augmented reality is not restricted to the gaming industry. Architecture, medicine and many other fields are realizing the potential of augmented reality and how it's affecting the users in a positive way. In years to come, augmented reality may have applications among all the mobile platforms and may become accessible to everyone. Its immersive experience could soon be experienced on all the devices and would not be limited only to the expensive devices.
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