Analysis of Parallel Architectures: SIMD, tightly-coupled MIMD, and loosely-coupled MIMD
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Abstract: This paper looks into the two forms of parallel computing which are Single Instruction Multiple Data (SIMD) and Multiple Instruction Multiple Data (MIMD), and further diving into the sub categories of MIMD; loosely coupled and tightly coupled with an overview of their individual architectures and their implementation in the computing industry. For a case study of their industrial application, this paper looked into the Intel Iris processor as a practical implementation of SIMD architecture in the industry, IBM Power8 for tightly coupled MIMD systems which is a supercomputer, and lastly the Beowulf cluster system which is an implementation of loosely coupled MIMD. Each architecture implementation is looked into regarding why it is being chosen to be used in the industry.

I. INTRODUCTION

The need for increase in performance of computer systems cannot be overestimated, as it enhances instruction processing. Parallel processing works by dividing large problems into smaller parts which are then solved simultaneously. Ideally, it makes instruction execution faster because there are multiple processors working on the program, but it’s often difficult to divide an instruction in a way that separate CPUs can execute different portions without interfering with each other. As a result, it has become a dominant paradigm in computer architecture that devices have multi-core processors. With multi-core processors, instruction execution can be done simultaneously by each processor. These processors handle instruction execution differently based on their architecture.

Michael J. Flynn in his Flynn taxonomy classified parallel computer architectures into four based on the number of instructions and data they can handle at time [1]. The main focus here is on two architectures which are as follows:

- Single Instruction Multiple Data (SIMD)
- Multiple Instruction Multiple Data (MIMD)

II. Single Instruction Multiple Data

Single Instruction Multiple Data (SIMD) is a parallel architecture which carries out a single action on multiple sets of data. Here, multiple processors work on several data items from a particular instruction set simultaneously using various processing elements. Machines with SIMD architecture are targeted toward applications that implement data level parallelism.

The processing units of SIMD processors are an array of fine-grained that is connected in a network topology. The processor array is connected to a control protocol responsible for fetching and interpreting instructions.

Examples of architectures that implements SIMD architecture are Graphics Processing Units GPU, Database searches and genetic sequence matching. The major architecture of focus here is the Intel Iris graphics processor which is a type of Graphics Processing Unit.

A. Intel Iris Graphics

Intel Iris Graphics processing unit is created by Intel Corporation. It is mostly used in new versions of Intel processors like the Intel core i5 and on some low power form factor like Intel Core M processor [14].

Intel Iris execution unit combines simultaneous multithreading with fine-grained interleaved multithreading [14]. These components support multiple SIMD and ALU pipelined across multiple threads which increases throughput when computing floating points and integer. Due to the threaded nature of the execution unit, instructions are always...
available to execute, also the latency of operations which take longer to execute is hidden [14].

Depending on the software workload, the threads within the Execution Unit are either executing codes from different compute kernel or from the same compute kernel. Every cycle, the Execution Unit thread can issue as much as four different instructions; these instructions are selected from four different threads.

In each EU, a pair of SIMD floating points is the major components used for computation. The SIMD units can carry out executions ranging from four 32-bit operations to eight 16-bit operations [14].

III. Multiple Instructions Multiple Data

Multiple Instructions Multiple Data is a type of parallel architecture which its most basic goal is to achieve parallel computing and also the most known type of parallel processing system. It may consist of independent or tightly coupled processors each with memory that can be accessible to all processors or a local and not directly accessible by other processors.

There are two types of MIMD processors, namely:

- Tightly Coupled MIMD
- Loosely Coupled MIMD

A. Tightly Coupled MIMD

These are shared memory multiple instruction multiple data systems. Processors also share I/O devices and are connected by a bus. The entire system is controlled by a single Operating System which provides interaction between processors and their programs at job, file and data task levels. This interconnection makes it easy for communication among processors, and helps speed up instruction execution. In the category of tightly coupled MIMD there are two sub categories which are Symmetric Multiprocessor (SMP) and Non-Uniform Memory Access (NUMA).

1) Symmetric Multiprocessor

Symmetric multiprocessing is a kind of programs processing using multiple processors sharing the same operating system and memory, as well as input and output bus. An example of a system implementing this architect is the IBM POWER8.

2) IBM POWER8

IBM Power8 has the record of being the first-generation big data cloud hardware to be designed, its design was prompted by the enormous amount of data being generated daily across the globe, the IBM Power 8 was designed as an enormous chip which is multithreaded with a 12-core chip, each of the cores is able to simultaneously handle a total of eight threads.

3) Non-Uniform Memory Access

This is a type of tightly coupled MIMD architecture which is designed to handle multiprocessing based on the relativity between of a process and a memory, as a process accesses its local memory faster than a non-local memory which is a memory shared amongst processors. An example of a system implementing this architecture is the Intel Itanium.

I) Intel Itanium

Intel Itanium are microprocessors that implement the IA-64 architecture which are primarily marketed to high end computing such as enterprise servers, the architecture of the Intel Itanium was designed by fusing RISC and VLIW best features, which makes it a hybrid of the two. Having a floating-point architecture, with its floating-point data types having an accuracy of 64-bit with a 17-bit exponent making it internally mapped to 82-bit format.

B. Loosely Coupled MIMD

These are essentially distributed memory multiple instructions multiple data systems. Every processor in the system has its own individual memory, and all processors have no direct access to the other processors memory in the system. Loosely coupled systems have advantages over tightly coupled systems such as the automatic scaling up of bandwidth of the system with respect to the number of processors which can in turn be used to solve the speed advantage tightly coupled systems have over it by scaling higher. The fore mentioned advantage still leaves the loosely coupled MIMD with its biggest disadvantage of being slower than tightly coupled systems because of the slow communication between processors due to having different memory independently. A system which models this architecture is the Beowulf Cluster.
1) Beowulf Cluster

Beowulf Cluster is an architecture that is composed of multiple computers connected and can be used for parallel computing. This architecture is composed of a server node and a single or multiple client nodes which are connected through an Ethernet or over a network. These nodes are clustered set of computers dedicated to running high performance computing task. Mostly built on UNIX operating systems, there is a client server relationship amongst the computers connected. The server node which usually controls the whole cluster serves files and data to other client nodes in cluster and acts as the main access of the cluster to the outside world.

Applications like Parallel Virtual Machine (PVM) and Message Passing Interface (MPI) are used in the cluster. The PVM is a tool which designed to allow a network of heterogeneous UNIX or Windows machines used as a single distributed parallel processor. Communication among nodes in the cluster is usually done through the use of a Message Passing Interface (MPI) because the nodes can’t communicate directly or access each other’s memory. This MPI is an application which runs on the cluster and works by sending requests to other nodes to confirm if they have the message needed by the source node. If any node has the data required, the data is then transferred to the node that needs the data.

IV. Conclusion

Each architecture is designed to process information different ways. Depending on what is to be achieved, the choice to select a specific architecture largely depends on what kind of computing is to be done, and what resources are available.
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