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Abstract — Owing to the population boom in the past decade, the need for efficient and accurate crowd control techniques have risen by the dozen. To prevent violent riots and stampedes, these techniques can provide useful insight into crowd density and location and can help the authorities in channelling their resources efficiently. This paper is a survey of all the various techniques that incorporate computer vision and mobile traffic data analysis. An understanding of these is vital in establishing a formidable crowd control model.

Keywords — computer vision, GLCM, textural classifier, GPS.

I. INTRODUCTION

Leading the charge at the dawn of a new technological revolution are computer vision and artificial intelligence, among others. This has given rise to a shift in dynamics, from human-centred applications to stand-alone artificial agents that can bring about a performance that is far more variant in execution.

Computer vision is at the heart of a plethora of applications, right from face recognition to inspecting bottles on a product line. It is constantly used by autonomous robotic systems to identify their surroundings and enable them to manoeuvre their way through any environment. However, the main problem that arises when dealing with systems that rely on computer vision is the ability to discern a scene. Understanding the image and performing the required analysis are the critical aspects of computer vision.

Gone are those days when human presence was required to perform manual tests on a basic prototype, control the robotic milieu in a factory or the like. Artificial intelligence has made human lives easier by automating the daily tasks. Though still a niche concept, artificial intelligence and computer vision go hand in hand. Riding on the coattails of this union, this paper covers the techniques used by both these concepts to estimate the human population of a given region. The applications of these techniques lie in observing the population at large gatherings or religious institutions to ensure public safety by allowing regulatory authorities to take precautionary measures on observed instances of increasing population density.

This paper is a literature survey of the various concepts that are needed to successfully track people using computer vision. It also discusses the methods used to analyse mobile traffic data to discern the population density in a given area at a given time. It also discusses some of the techniques that have been proposed by experts in the field and expands on the possibility of using both techniques simultaneously.

II. TECHNIQUES INVOLVING COMPUTER VISION

While there exist many techniques in estimating the size of a population using computer vision, Davies et al [1] discuss the application of general image processing to identify the density of a given population in each area.

One novel approach chosen by many authors, is the use of a textural classifier to solve the problem. Liu and Clarke [2] discuss the usefulness of a textural classifier that is based on a Gray Level Co-occurrence Matrix (GLCM). Using the classifier, detailed land use information is extracted. The conclusion is that texture alone, in remote image sensing is not sufficient in obtaining feasible results and it needs to be supplemented with other information, like, spectral reflectance, to achieve high accuracy.

Yang et al [3] propose using Support Vector Machines(SVM) to arrive at an estimate of the crowd density along with linear regression to allow for more accuracy. Gupta and Gupta [4] also propose a similar model in their work. While GLCMs are a reliable technique, Wang et al [5] propose an alternative that improves on the performance issues of GLCM and makes it more suitable for real-time use. They propose a method called Principal Component Analysis (PCA) to obtain the input vectors and infer the population from these inputs. Wen et al [6] propose another alternative to GCLMs to overcome the problem of
overlapping of people in crowds and any occlusion, using Gabor filters to obtain texture features. These features are used in conjunction with the count of the number of people in an area to arrive at an empirical relationship. This relationship is learned through SVMs to arrive at an accurate approximate to the number of people in a crowd.

Crowd Analysis is a well-researched domain that aims to tackle the issue of controlling large crowds and identifying abnormal behaviours. Sjarif et al [7] discuss the process of inspecting abnormal behaviour in high density crowded areas by overcoming obstacles such as changes of motion, background differences, irregularities in illumination etc. by exploiting the advances in computer vision, pattern recognition and data mining. Andrade and Fisher [8] discuss in their paper the approaches that are capable of simulating and hence providing visual evidence of threatening crowd related calamities such as overcrowding due to a bottle-necked exit, stampedes, panic induced disturbances etc. These simulations can then be used to verify and validate crowd control techniques. Without such simulations, reproducing those situations in reality is not only risky but also unsafe. Gupta and Gupta [9] also discuss how occlusion can be overcome by using, continuous monitoring and evaluation of recurring patterns.

Caesar and Musse [10] provide an array of approaches to tackle the recurring problems that arise in crowd analysis such as people density evaluation, tracking people in crowded areas and understanding the behaviour of these crowds. They show how an object-level model can provide an accurate understanding of the count in a geographic location. Joshi and Vohra [11] incorporate the fields of sociology and psychology to create similar models. Sirmacek and Reinartz [12] discuss a model that uses a probability framework that is feature dependent. Redundant features are eliminated from the input image and then the relevant features are used to estimate the crowd density using kernel based regression.

While crowd analysis is a promising field that provides great insight into using computer vision to analyse and quantify large crowds, movements within such a collective, act as a hindrance to the analysis. Gavrila [13] talks about analysis of various 2D and 3D approaches to analyse human movement. While 2D model approaches may differ in the use of shape models, 3D models are simpler to analyse as priori knowledge of kinematics and structural properties of human bodies reduce the problem to a classification one. Zhang and Li [14] propose a method to overcome random motions of the public in crowded areas by using an Accumulated Mosaic Image Difference(AMID) to arrive at an algorithm for segmenting the foreground. This foreground representation is then analysed with a deviation model to arrive at a number for the crowd density.

Stauffer and Grimson [15] provide an alternative to motion tracking by learning the patterns in the motion of the object. To segment the motion, an adaptive background subtraction is used. This method mimics each pixel as separate Gaussians distribution and uses this approximation to update a model. An evaluation of these Gaussian distributions is conducted to estimate the most likely model. This results in a real-time and stable tracker that is immune to changes in lighting, clutter motions that are relative and erratic changes in illumination.

III. TECHNIQUES INVOLVING MOBILE PHONE DATA

An alternative method to estimating human population involves the counting of mobile phone nodes in each region and using mathematical formulas and functions to approximate the human population in the region. It is a feasible approach considering the high mobile phone penetration rates across the globe.

GPS or Global Positioning System is a satellite based navigation system that can provide real-time location of any GPS receiver. Tsubouchi et al [17] propose an approach for calculating the population of a given area using GPS data from willing users. The algorithm uses data elimination steps that interpret data to exclude users inside buildings and commuters on vehicles. It also uses Gaussian kernels to counter for spatial and temporal scarcity of data allowing for the system to predict population figures at non-peak hours and in remote and larger areas.

Herrera et al [18] propose an alternative to GPS based estimation by using Virtual Trip Lines (VTLs). VTLs are virtual lines draw on points of interest which trigger sending GPS information to the server. The VTLs also use static information among themselves to produce more realistic and real-time traffic data. The VTL data obtained from the experiment successfully calculated and estimated car population and average velocity along a strip of a busy intersection and provided accurate information during peak traffic hours.

While GPS can prove to be an extremely valuable tool to estimate human population, it is a technology found in mostly smartphones that immediately alienates most of the mobile phone user...
group who may use cheaper handsets. It is therefore prudent to consider using records that can be generated by all mobile phones without the need for external applications. Call Detail Record (CDR) is a record generated by telecommunication service providers for each call made or text message sent.

These records are inherently anonymous as they contain only the mobile phone number and the cell phone tower used while making the call. Raslan and Elragal [19] propose a method of calculating population distribution of a region with the help of CDRs. This data is used in conjunction with knowledge of the region in question to arrive at POI (Points of Interest). These POIs are then used as markers around which population distributions and patterns can then be predicted. Khodabandelou et al [20] describe a similar model that uses cell phone tower generated metadata of a region to estimate its population. The model employs a variety of data filters such as population distribution, land use estimation using MWS, and static population data filters such as hour filtering and day filtering to achieve favourable accuracy in predicting the population of a given region. The authors test this model against multiple scenarios and achieve favourable results.

Deville et al [21] in their work, employ a similar model, using network tower based mobile information along with corrections for spatial and temporal distributions of this data. The results showed that the proposed method of population mapping was more accurate than traditional techniques using simple adjustments for spatial and temporal variations in data. The approach could also be modified to regions with lower mobile phone penetration with the help of added constants and formula to estimate the population using subprime mobile phone data.

CDRs provide relevant and clearer insight into the estimation of population of regions that suffer from economic adversity. Smith-Clarke et al [22] discuss the use of CDRs to estimate the socio-economic conditions of the surveyed region. The authors propose a model that uses the CDR database and feature extraction techniques such as gravity models, network advantage and introversion to estimate the population density and their activity and thus arrives at conclusions on the region’s socio-economic condition.

Use of mobile tower allows for finer distinction of poor or more affluent communities. Wesolowski and Eagle [23] describe their study on using data gained from mobile phone usage to analyse the population flow and behavioural patterns of human beings in slums. They conducted a case study using data from the Kibera in Nairobi, Kenya and were able to extract meaningful information about the population residing in the slums. Performing the proposed analysis of the movement of the population allowed for identification of social information such as tribal affiliations.

The rapid availability of CDRs finds its use in disaster and disease management. Bengtsson et al [24] discuss their work in creating a model that can extract location information of large population using the information gained from the SIM (subscriber Identity Module) cards wherein each SIM card’s location is tracked using CDR that pinpoint the nearest cell phone tower. This model was deployed to track movements of the populace during and after the Haiti earthquake. The accuracy of the model was tested against local government agency records and it was concluded that the model provided rapid and accurate population information that is critical for relief measures.

Wilson et al [25] elaborate on the successful use of mobile phone data i.e. CDR to accurately monitor the population and its movement in Nepal when it was affected by earthquakes during 2015. They describe the pre-processing of raw data and expand on data filters used to accurately discern population flows that provides valuable information to various humanitarian agencies. CDRs can also be used to study the spreading of transmittable diseases and thereby help in tackling an epidemic.

Frias-Martinez et al [26] propose a model to predict the spreading of transmittable diseases using data from individual mobile use patterns and social networks extracted from cell phone records. The model uses an agent based epidemic model to simulate a virus on a simulated environment created by the data generated from records. The model was simulated using data from the 2009 H1N1 flu outbreak in Mexico and the impact of mobility restriction on the spreading of the virus was analysed to conclude that mobility restriction greatly reduced the spreading of the disease.

CDRs can often be used in conjunctions with other datasets to support a given model’s estimate. Douglass et al [27] propose a method for population estimation of a given region with the help of telecommunication data in conjunction with census data and satellite images. They develop a model that formulates a relationship between the density of population of a region against the call volumes and use information gained from state conducted census and satellite images to arrive at a satisfactory estimate that can accurately predict population patterns and density. An experimental study on predicting the population density of the city of Milan in Italy is done using these techniques and the results speak favourably of the model’s accuracy.

CDRs also find their use in understand human and traffic movement and analysing human settlements. Berlingerio et al [28] discuss a model for using mobile phone data of the population of a specified region to compute the population and traffic density across the region and estimate each individual’s origin and destination flow and use
these patterns to optimize public transportation and traffic in the region by providing users with alternative delivery routes that ensure that traffic is managed well.

Work and Bayen [29] discuss a similar model that uses cell phone GPS data instead. CDRs used in conjunction with statistical records and statistical analysis allow for a clearer picture to account for aberrations in CDR data. Furletti et al [30] propose a model that is an analysis process on top of an existing project called Sociometer, a data mining tool that classifies people on the data extracted from their call records. While this tool is restricted to one area, the authors’ modifications allow for the tool to be used for scanning multiple areas and calculating work flows between these areas. The analysis process involves creating profiles of users based on usage patterns and using these patterns to identify users who are residents of a region versus commuters. This classification provides significant insight into the behavioural patterns of the studied population. The model was tested in the province of Pisa in Italy and results of the analysis were compared to another project that used administrative data sources.

De Jonge et al [31] elaborate on a model that can calculate the live dynamic populations of regions using the data generated from mobile phone usage and using smart data filters and applying data processing techniques such as building cells as a basic unit in the model and inferring information about the users themselves by analysing their mobile usage patterns. The analysis also allows for classifying groups of cells as residential or commercial blocks.

Data records of government administrative agencies often act as a tool to further solidify estimates that are drawn from live sources such as CDRs. McPherson and Brown [32] discuss various population estimation measures and compare them. They propose a method that involves extrapolation of data from publicly available census data and creation of a population density map of U.S Cities using location data publicly available for each County. The proposal involves dividing the maps into grids by performing calculations on census data and assigning values to these grids to reflect the densities. The results were compared against the county data to check if any errors had been added by the computations. The results showed that the model was successful in performing extremely well in the calculation of workplace and night-time population. The model showed correlation coefficients for the two populations are 0.99 and 1.6. The authors also concluded with discussing the uncertainty of using publicly available data due to it being prone to errors.

IV. CONCLUSIONS

It can therefore be concluded that it is indeed possible to create such a model by manipulating the concepts of computer vision and supplementing the resulting analysis with the data recovered from mobile towers. Aided with artificial intelligence, such a model can be deployed on a large scale.

While using GPS to track the location allows for more accuracy, the security issues and uncertainty in availability of GPS enabled phones alludes that CDRs are a more viable alternative despite a decrease in accuracy. The high density of cell phone towers and the success of using data filters to offset the shortcomings in accuracy concludes that CDRs reflect an accurate estimate of the population.
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